DAWB Architecture for Design of Experiments
Currently being tested for mxv2, id14-4 and plans for testing on other beamlines.
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“ Able to drive analysis and complete logic to design experiments which can be run automatically or with user interaction”

Current design for linking data analysis and acquisition in a user or beamline scientist configurable way.